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2a. Calorimeter Commissioning 
 
Findings 

WBS 1.2 covers the Calorimeter Upgrades and consists of two subprojects, 1.2.1 
Central Preshower and Crack Detectors and 1.2.2 Electromagnetic timing.  Both 
subprojects have completed construction and were installed during the recent 2004 
shutdown.   

Both systems have been tested with cosmic rays and more recently with collision 
data.  The EM timing is working as planned with ~ 1 nsec timing and with only 3 of ~ 
1700 channels not functioning.  The Preshower and Crack modules are also working as 
planned with reasonable occupancies and signals with expected pulse heights.  The 
Preshower detector has 99.7% of its channels operational. 

Work continues on ~5 spare Preshower modules and associated photomultiplier 
boxes and optical cables.  The Estimate to Complete is now only $ 19 K with the lion’s 
share of this a known expense for cost overrun labor at Michigan State associated with 
these spares.  The contingency on these projects has been set at $ 20 K, 
 
Comments 
 The Project Management and the collaborating institutions are to be congratulated 
for completing these two subprojects since the last review. The installation of the 
Preshower and Crack modules was tricky and was completed successfully and safely with 
the help of a large number of collaborators and several technician and engineering groups 
at Fermilab. 
 The contingency estimate of $ 20 K was not well justified and seems high (105%) 
relative to the remaining invoices expected on the projects.  However the amount is 
small. 
 The old adage used to be that “the job is not finished until the paperwork is done”. 
Unfortunately we now live in an era where the job is not finished until someone drives a 
stack into it and prevents anyone from generating any more paperwork that has to be 
dealt with.  The project management should consider setting a deadline for closing down 
these projects (say by May 1, in three months), make sure all invoices are in hand before 
then, and then shut down the associated task codes.  Any remaining contingency at that 
point should be formally returned to the laboratory.  This could serve as a model for 
closing the rest of the subprojects. 
 
Recommendations 
 None 
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2b. Operation Plans and Commission Plan  

for the Balance of the Project 
 
Findings 

This is not a formal WBS element, but the end game of the project involves 
commissioning and operations of the various parts and such plans were presented.   

The TDC Project is best accomplished with installation of small batches of 30 – 
60 boards in short ~1 shift accesses during the current collider running.  The Project 
expects sufficient access opportunities before an August 2005 shutdown, but if this work 
cannot be fully accomplished by then they have a fallback option of replacing a priority 
batch of about 100 TDCs (about 1/3 of the total) during the shutdown.  Commissioning is 
not a problem since all cards are fully checked out on test stands before installation so 
that this work is just like replacing a broken card during regular operations. 

The Level 2 project is expected to be installed by March 2005 and the system is 
parasitic so that commissioning can be done without downtime to the experiment. 

The Event Builder commissioning requires down time and is therefore scheduled 
for the shutdown.  A full vertical slice of the system is planned for this summer before the 
shutdown and can be done parasitically. 

The Level 3 Computer upgrade is scheduled for the August 2005 shutdown so as 
to have no impact on operations. 

The SVT upgrade has new boards which will initially be tested in a test stand.  It 
is hoped to then test each piece of this upgrade with real data prior to the August 
shutdown, but this project has “in kind” contributions that might miss the shutdown 
window.  Since new crate(s) are required for this upgrade, it will be possible to do some 
vertical slice tests even during collider running after the 2005 shutdown if required.  
Some real downtime to the experiment would occur for final commissioning, but in most 
scenarios only the SVT itself would be unavailable for operations.  This could impact 
secondary vertex triggering in CDF for a period after the 2005 shutdown. 

The revised XFT project requires collision hall access for installation of optical 
fibers and some electronics boards.  This XFT work drives the project’s “ready for 
shutdown” date.  The XFT installation is also coupled to the TDC work.  Still, there is a 
good chance for the collision hall components to be ready by August, and the 
infrastructure work (including the optical fibers) can be done in advance.  Eventual 
commissioning requires collisions, but this work can be done in parallel with data taking 
by the experiment. 

In all the subprojects, physicists are the primary source of effort for the 
commissioning and operations.  Some effort from the Particle Physics Division support 
crew for CDF is required in several cases  A small amount of contract labor is required 
and effort on the TDC cards is expected from a separate PPD electronics fabrication 
group with checkout by the CD PREP enterprise.   
 
 



Comments 
 In most cases the installation, commissioning and operations impact for each of 
these subprojects seems well thought out and the Project has backup plans for various 
disaster scenarios.  The required effort by physicists, engineers, and technicians has been 
identified and should be available since it is quite similar to (maybe even less than?) the 
effort required in the 2004 shutdown.   

The largest uncertainties are the rate of TDC installation and the arrival of all 
parts for the SVT installation.  The recent glitch with one board in the XFT project may 
cause trouble, but it is too early to tell.  The biggest impact on the experiment would be 
reduced operational efficiency during collider running for a short period following the 
August 2005 shutdown. 

The Project management clearly should continue to monitor progress in these 
critical areas and develop more detailed backup plans as required 
 
Recommendations 
 The laboratory should understand the status of all the critical parts before starting 
the “August” 2005 shutdown.  It may be that a short delay in this schedule would be 
obvious by June 2005. 
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